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Abstract—In this paper we assess the physical layer secrecy performance of the Amplify-and-Forward Compressed Sensing (AF-CS) framework when malicious eavesdropping nodes are listening. In particular, we investigate the robustness of the AF-CS scheme in the presence of a group of coordinated eavesdropping nodes under the assumption that they have a corrupted channel state information. In order to fulfill this assumption, we propose a channel estimation technique based on pseudorandom pilots. This technique introduces extra uncertainty only in the channel estimation of the eavesdroppers. Our simulation results evaluate the physical layer protection as a function of the total number of coordinated eavesdroppers and the level of channel estimation distortion of the eavesdroppers. We demonstrate that a small number of eavesdroppers (small being defined later on) has a zero probability of recovering the intended signal. We also show that a very large number of eavesdropping nodes are required to perfectly recover the signal in comparison to other distributed compressed sensing schemes in the literature.
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I. INTRODUCTION

A. Physical-Layer Secrecy Background

Physical-Layer security proposes different mechanisms in order to protect the wireless communication against mainly malicious jammers [1], [2], and/or unauthorized eavesdroppers. We address the latter case, and throughout this document, this case is referred to as Physical-Layer (PHY-layer) secrecy. Therefore, the basic aim of the PHY-layer secrecy is to allow reliable transmission of confidential messages over a wireless link in presence of eavesdroppers.

This issue has been traditionally addressed using spread spectrum techniques such as Code Division Multiple Access (CDMA). Thanks to the pseudorandom codes that can be seen as secret keys, the intended signal is converted in a noise-like signal for any receiver that does not possess the code. However and generally speaking, CDMA has the limitation of short keywords (about 24 bits [3]) and a persistent eavesdropper could get the key with some little effort. That is why upper-layer cryptographic techniques have been used so far. These techniques assume large keys that make the message almost impossible to decipher. However, cryptographic mechanisms have two main problems in the wireless scenario: first, the distribution of the key over a public medium, and second, the high computational complexity, which goes beyond the hardware and power limitations of some devices such as in Wireless Sensor Networks (WSNs).

For these reasons and according to the proliferation of wireless communications, the interest on secrecy mechanisms at physical layer has dramatically grown in the last decade. However, this concept is not new in the literature and comes from 1949, when Shannon postulated the foundations of the modern cryptography in his seminal work [4]. The proposed scheme assumes that a transmitter sends encrypted information using a non-reusable key over a noiseless channel and with the presence of an eavesdropper that has access to the transmit coding scheme and the transmitted signal. In that paper, the author postulates the conditions that the code must satisfy in order to ensure perfect secrecy. This work opened a whole branch of key-based secrecy research.

Later in the seventies, Wyner opened a new branch of research about keyless secrecy techniques in [5]. In particular, the author assumes that the eavesdropper has the additional effect of the non-ideal wiretap channel [6], which can be seen as a degradation of the main channel. Under this assumption, it obtains the maximum rate over the main channel that assures a negligible amount of information in the wiretap channel.

One of the common ways to protect the intended message against eavesdropping is to use opportunistic transmissions deliberately scheduled when the wiretap channel fades [7]. It is then possible to obtain reliable transmissions even when the eavesdropper experiments a better average SNR than the legitimate receiver [8]. This approach can be extended to a general MIMO scenario, where the transmitter adds a precoding matrix which is orthogonal to the wiretap channel matrix [9].

These techniques require a perfect knowledge of the Eavesdropper Channel State Information (ECSI). Actually, relatively fewer studies consider the case of a complete absence of ECSI at the intended pair transmitter-receiver. However, other works require only the knowledge of the statistics of the wiretap channel [10], [11]. They use an artificial noise injected to the signal in order to degrade the quality of the wiretap channel. Moreover, the authors of [12] show the poor performance of waterfiling techniques when no information about the
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B. Contributions and Structure of the Paper

In this paper, we propose the AF-CS framework as a distributed and secret CS scheme. AF-CS was first introduced in [13] and detailed in [14] as an original contribution of the authors. We have shown that it is able to reduce the energy consumption using, at the same time, a very limited number of channel uses.

We address the secrecy level of the AF-CS scheme in the presence of not only one but a group of coordinated and passive eavesdroppers with corrupted channel state information. In order to provide the so-called PHY-layer secrecy, the system takes advantage of the linear combinations that are produced on the air thanks to the particular Multiple Access Channel (MAC) proposed in our AF-CS scheme. In order to estimate the signal and covariance matrix we use the techniques based on pseudorandom pilots that allow the system to control the distortion introduced to the channel estimate of the eavesdroppers and hence guarantee the desired secrecy level. These strategies are similar to the artificial noise injection technique proposed in [10], [11], but with the main difference that the noise is not used to encode or mask the signal but only the pilots in the channel estimation. Doing so, the energy consumption is reduced in comparison to the artificial noise injection method. Moreover, the second proposed technique overcomes the problem of generating and transmitting a pseudo-random sequence securely by exploiting the reciprocity of the wireless channel. This approach has been studied in the literature in [15]–[17] for MIMO scenarios.

Finally, we evaluate the secrecy performance of our proposed AF-CS framework in numerical simulations and we compare it with Compressive Wireless Sensing CWS-like schemes [18]. We find out that AF-CS dramatically increases the protection against eavesdropping at physical layer.

The rest of the paper is organized as follows. In Section II we revise the works in the literature related to compressed sensing as a physical layer secret solution, the strategies proposed in WSNs, and the improvements achieved with our proposed scheme. In Section III we present the problem statement and the assumptions considered throughout the paper. Section IV is the main contribution of our paper and analyzes the secrecy properties of the AF-CS scheme. The random pilot techniques that control the CSI at the eavesdroppers are introduced in Section V. Simulation results are given in Section VI and conclusions are drawn in Section VII.

C. Notation

Boldface upper-case letters denote matrices, boldface lower-case letters denote column vectors, and italics denote scalars. $(\cdot)^T$, $(\cdot)^*$, $(\cdot)^H$ denote transpose, complex conjugate, and conjugate transpose (Hermitian) respectively. $[X]_{i,j}$, $[x]_i$ is the $(i, j)$th element of matrix $X$, and $i$th position of vector $x$, respectively. $[X]_i$ is a row vector that contains the $i$th row of $X$. $(\cdot)^*$ denotes the optimal value. Let $a_K$ be a $K$-sparse approximation of $a$. $|\cdot|$ is the absolute value. $||a||_1$ and $||a||_2$ mean the $l^1$-norm and the Euclidean norm of $a$ respectively.

The notation $||A||$ indicates the Frobenius norm of a matrix $A$. $E[\cdot]$ is the statistical expectation. $N(\mu, R)$ is a Gaussian vector distribution with mean $\mu$ and covariance matrix $R$, $\sigma_x^2$ is the variance of $x$. The notation $\hat{x}$ denotes the estimation of the scalar $x$. The symbol $\setminus$ denotes set subtraction, i.e., $A \setminus B$ removes to the set $A$ the elements belonging to the set $B$.

II. RELATED WORK

A. Compressed Sensing as a PHY-Layer Secret Strategy.

Compressed Sensing is a novel tool that allows us to sample the signals below the Nyquist rate [19], and it is especially powerful in scenarios where the signals are sparse or compressible in a certain basis domain, as in image signal processing or detection (the interested reader is encouraged to visit the Rice’s CS database at dsp.rice.edu/cs). However, only a very few works relate CS with secrecy. In fact the most relevant contributions up to date are collected in the following four references: [20], [21] for the key-based secrecy case, and [22], [23] for the keyless secrecy case.

The contributions in [20] and [21] consider the scenario in Fig. 1, with one source, one receiver, and one eavesdropper. The product of the transform matrix and the sensing matrix, i.e., $\Phi \Psi$ can be seen as an encryption key, which is assumed to be unknown by the eavesdropper.
Thus, the eavesdropper receives an exact copy of the transformed measurements, i.e.,
\[ y(n) = \Phi \Psi x(n). \]  

Therefore, the paper studies how difficult it is for the eavesdropper to recover \( x(n) \) from the measurements \( y(n) \) without the knowledge of the key \( \Phi \Psi \). Actually, they proved (see Lemma 1 in \[20\]) that compressed sensing encryption does not achieve perfect secrecy, i.e., \( I(x(n); y(n)) > 0 \). The mutual information would be zero if and only if \( x(n) \) and \( y(n) \) are independent. However, since \( \Phi \Psi \) is linear, \( x(n) = 0 \) implies that \( y(n) = 0 \), and hence \( P(y(n) = 0|x(n) = 0) \neq P(y(n) = 0) \), meaning statistical dependence.

Furthermore, the authors in \[20\] introduce the concept of Computational Secrecy. It is applied to the cases when the encrypted data contains complete information about the message but extracting this information will be equivalent to solve a computational problem (NP-hard discovery). According to that definition, they proved that the eavesdropper cannot reconstruct the message using a different (wrong) key \( \Phi' \Psi' \) with probability one, for the case when \( \Phi \Psi \) and \( \Phi' \Psi' \) are independent.

The work in \[21\] extends the results in \[20\] and considers the perfect secrecy problem using CS. They show that under certain conditions, perfect secrecy via CS is achievable. The conditions are: i) the signal \( x(n) \) has a uniform distribution over a given alphabet; ii) the key \( \Phi \Psi \) is \( R \times S \), where \( R \) is the number of measurements, \( S \) is the dimension of the signal \( x(n) \), and \( K \) is the number of nonzero values (sparsity level) of \( x(n) \). Thus, the condition \( R > 2K \) is imposed; iii) the matrix \( \Phi \) holds Restricted Isometry Property (RIP) \[24\]; iv) the number of source messages goes to infinity; and v) the null message does not exist, i.e., \( x(n) \neq 0 \).

On the other hand, the scenario in Fig. 2 is considered in \[22\] and \[23\]. This scenario is different than the one in Fig. 1 because i) the CS encoding matrix \( \Phi \Psi \) is also known by the eavesdropper, and ii) they consider different channels for the legitimate user (main channel) and the eavesdropper (wiretap channel). The signal model is thus:
\[ y(n) = H \Phi \Psi x(n) + w(n) \]  
for the legitimate user, and
\[ \hat{y}(n) = \tilde{H} \Phi \Psi x(n) + \tilde{w}(n) \]  
for the eavesdropper, where \( H \in \mathbb{R}^{S \times S} \) and \( \tilde{H} \in \mathbb{R}^{S \times S} \) are the main and the wiretap (flat-fading) channel matrices respectively, and \( w(n) \) and \( \tilde{w}(n) \) model the Additive White Gaussian Noise (AWGN) of the wireless channels, both distributed as \( \mathcal{N}(0, \sigma_w^2) \).

Differently from \[20\], the authors in \[22\] do not focus on either perfect secrecy or computational secrecy. They introduce the concept of Wolfowitz secrecy, which states that the eavesdropper is unable to decode the message with high probability, or equivalently, that the eavesdropper’s Probability of Recovery can be made arbitrarily small. So, it lies between perfect secrecy and computational secrecy. The authors demonstrated that it is possible to ensure Wolfowitz secrecy if the average singular value of \( H \) is less than a given constant multiple of the minimum singular value of \( \tilde{H} \).

In the same line, the authors in \[23\] study the secrecy capacity \[25\] of the wiretap channel in Fig. 2 when CS-like matrices are using to encode the message.

### B. PHY-Layer Secrecy Using Compressed Sensing in WSNs.

According to the references cited in the previous subsection, CS postulates as a good candidate in order to provide PHY-layer secrecy against eavesdropping in addition to the other CS benefits.

However, the scenario considered by the authors is a point-to-point communication that involves only a single transmitter who compresses the signal, one receiver and one eavesdropper. Hence, this scenario follows a centralized approach that is not directly applicable to our scenario due to the decentralized nature of the WSN environment. These limitations are addressed in \[14\] and can be summarized as follows:

- If the signal \( \omega(n) = \Psi x(n) \) is not purely sparse, the CS encoding cannot be directly applied in a decentralized approach, since the \( K \)-largest coefficients of \( \omega(n) \) have to be selected first.
- High energy consumption and channel usage per measurement are required.

In order to overcome these problems, a Compressive Wireless Sensing (CWS)-like approaches can be proposed \[18\]. Although these are designed to deal with energy-efficient communications, it is meaningful to examine them from a PHY-layer secrecy perspective as well. In this case, two main issues have to be taken into account:

- The CS matrix coefficients, which act as the key, have to be securely sent over the wireless channel somehow.
- The CS matrix coefficients cannot be easily deduced from the measurements. To extract these coefficients from a small subset of measurements, the authors in \[26\] propose an algorithm that allows to discover the CS matrix from only a few measurements when the matrix has some predefined structure, e.g., Fourier matrix, Discrete Cosine Transform (DCT) matrix, Toeplitz matrix, etc. Therefore, the CS matrix design is an issue since the usual matrices are not valid for secrecy purposes.

In conclusion, the current PHY-Layer secure CS schemes do not suit for decentralized scenarios. Moreover, the current distributed CS techniques are not designed to provide PHY-Layer secrecy. Hence, new CS schemes are needed in order to implement secret systems in WSNs.
On one hand, in this paper we take a new approach where the channel matrix is used as the CS matrix and it can be seen as the encryption key of the PHY-layer secrecy scheme following the key-based approach in [20] and [21]. On the other hand, we also consider the case where the eavesdroppers suffer from the effect of the wiretap channel as in [22], [23], and in particular, they work with a degraded version of the channel matrix.

Actually, our approach cannot be classified as either a key-based or a keyless approach. Instead, it follows a more general scheme that can be seen as a combination of both approaches. The subsequent advantages and contributions with respect to each of the approaches are listed next.

Key-based PHY-secrecy. One of the challenges in key-based schemes is to securely exchange the key matrices. In AF-CS, there is no exchange of CS matrix since the sensing nodes do not need the matrix to encode the message. Instead, the encoding is performed on the air. It reduces the computational complexity derived from the encryption process. Hence, it has a great impact on the design of the WSNs because the sensing nodes are very hardware limited.

Keyless PHY-secrecy. Although we consider that both the intended and the wiretap communications are perturbed by the wireless channel as in the wiretap scenario, we do not assume any knowledge of the wiretap channel by the intended nodes. As it is said in [12], very few works in the literature consider the case of no ECSI at either the transmitter or the intended receiver.

![Fig. 3. Multiple active channel scenario composed by K active sensing nodes, R relay nodes, E eavesdropping nodes, and one fusion center.](image_url)

### III. System Model and Assumptions

#### A. Description of the AF-CS Framework

We consider a WSN that monitors a given physical scalar magnitude (e.g., temperature, humidity) or detects a physical event (e.g., wildfire). In particular we assume the scheme in Fig. 3, that is:

- A set $S$ of $S$ sensing nodes connected (wirelessly) to one fusion center, that acts as the intended receiver. Their measurements at discrete time $n$ are represented by $\mathbf{x}(n)$.
- A subset $\mathcal{K}(n) \subseteq S$ (of cardinality $K$) of active sensors that are transmitting at a given time $n$. The transmitted vector is $\mathbf{x}_K(n)$ where only $K$ positions are different to zero. The remaining sensors in $\mathcal{Q}(n) = S \setminus \mathcal{K}(n)$ (of cardinality $Q$) remain silent.
- A subset $\mathcal{R} \subseteq S$ (of cardinality $R$) acts as relay nodes in Amplify-and-Forward (AF) mode.
- A set $\mathcal{E}$ (of cardinality $E$) of malicious and passive eavesdropping nodes.

According to the CS nomenclature, $K$ also corresponds to the number of nonzero elements of the transmitted vector $\mathbf{x}(n) \in \mathbb{R}^S$, and $R$ is the number of measurements used in the reconstruction process at the fusion center, i.e., the number of rows of the sensing matrix $\mathbf{\Phi} \in \mathbb{R}^{R \times S}$, where typically $K < R < S$. On the contrary, the eavesdroppers use $E$ measurements to try to decode the signal, i.e., the number of rows of the sensing matrix $\tilde{\mathbf{\Phi}} \in \mathbb{R}^{E \times S}$, used by the eavesdroppers.

### B. Assumptions

We assume perfect Channel State Information (CSI) at the fusion center for all the links that go from any sensing node to a relay node in $\mathcal{R}$. In particular, we assume that the channel matrix, also referred to as the sensing matrix $\mathbf{\Phi} \in \mathbb{R}^{R \times S}$ (see Fig. 3) follows the Gaussian measurement ensemble, where:

$$[\mathbf{\Phi}]_{i,j} \sim \mathcal{N}(0, R^{-1}).$$

The variance of the sensing matrix $R^{-1}$ is a convention in the literature in order to maintain the relation

$$\mathbb{E}([\mathbf{\Phi}\mathbf{x}]) = \mathbb{E}([\mathbf{x}])$$

for an arbitrary vector $\mathbf{x}$. This assumption is just for convenience and it does not affect to the generality of the model since the channel gain can be adjusted at the receiver if needed. Furthermore we assume that the RIP condition [27] holds for the channel matrix $\mathbf{\Phi}$ with the selected values of $K$ and $S$. In other words, we assume that the legitimate receiver is able to perfectly recover the intended message in the noiseless case or with bounded error in general [28].

On the other hand, we assume partial knowledge of the CSI at the eavesdroppers for all the links that go from any sensing node to a relay node in $\mathcal{R}$. The wiretap channel matrix, also referred to as wiretap sensing matrix $\tilde{\mathbf{\Phi}} \in \mathbb{R}^{E \times S}$ (see Fig. 3) follows the Gaussian measurement ensemble, where:

$$[\tilde{\mathbf{\Phi}}]_{i,j} \sim \mathcal{N}(0, E^{-1}).$$

However, there is no mutual channel knowledge in the sense that the eavesdroppers do not have access to $\mathbf{\Phi}$, and that the fusion center does not need to know $\tilde{\mathbf{\Phi}}$. Therefore, the typical assumption of perfect or partial ECSI at the intended receiver is relaxed.

Moreover, we make no assumptions regarding the links from $\mathcal{R}$ to the fusion center other than these links are controlled by a certain orthogonal policy that requires $R$ channel uses for
each sample time \( n \) in order to transmit the data from the relays to the fusion center.

Finally, we assume that neither the intended receiver nor the eavesdroppers have any prior knowledge about the signal of interest.

### C. Figures of Merit

In order to quantify the level of secrecy of the proposed AF-CS scheme, we study the following figures of merit between the original message \( x \) and the decoded message \( \hat{x} \).

- **Probability of Recovery**, \( \text{PoR} = P(x = \hat{x}) \). It measures the probability that the eavesdroppers succeed in recovering the original signal \( x \). We also define the Zero-Probability of Recovery (ZPoR) when the eavesdroppers decode the signal with null probability. Note that Wolfowitz Secrecy [22] is achieved when the PoR can be made arbitrarily small and also that ZPoR is even stronger than Wolfowitz Secrecy.

- **Wiretap Distortion**. It measures the normalized squared error of the eavesdropper decoded signal with respect to the intended one, i.e.,

\[
D_c = \mathbb{E}\left[ \frac{\|x - \hat{x}\|^2}{\| \hat{x} \|^2} \right].
\]

Other common metrics in the literature are: Perfect Secrecy [21], Computational Secrecy [20], Wolfowitz Secrecy [22], Equivocation Rate [29], Secrecy Rate [30], and Secrecy Capacity [25].

### IV. EAVESDROPPING THE AMPLIFY-AND-FORWARD COMPRESSED SENSING SCHEME

In this paper, we consider the following three phases in the transmission of the sensor readings to the fusion center.

1) **Sensing phase.** In this phase \( K \) sensor readings are broadcasted time-synchronized and using uncoded transmissions to the relay nodes. In the context of the Amplify-and-Forward Compressed Sensing (AF-CS) scheme derived in the authors’ work in [13], [14], the \( K \) sensor readings to be transmitted are distributively selected taking into account linear predictions computed with past readings. The goal is to transmit only when the sensor readings change in a certain predefined quantity with the aim of saving energy. Note however that the results in this work are not restricted to the strategy used in [14] to select sensor readings in transmission and recover them later at the sink node.

2) **Projection phase.** Each relay has received linear combinations of \( x_K(n) \) due to the on-air addition of the transmitted radio waves, modeled by the sensing matrix \( \Phi \). Then, it relays to the fusion center using a given orthogonal transmission (e.g., time multiplexing).

3) **Reconstruction phase.** The objective is to recover the sparse vector \( x_K(n) \) from the measurements of the projection vector \( y(n) \). The original decoder \( \mathcal{P}0 \) directly enforces sparsity on the recovered vector by solving:

\[
\mathcal{P}0: \begin{array}{ll}
\text{minimize} & \|\hat{x}_K(n)\|_0 \\
\text{subject to} & y(n) = \Phi \hat{x}_K(n)
\end{array}
\]

where the \( l_0 \) (pseudo)norm is defined as \( \|x\|_0 = |\{x_i \neq 0\}| \), i.e., the number of non-zero entries in a vector \( x \). The main problem is that solving \( \mathcal{P}0 \) is a hard combinatorial problem and computationally intractable in the general case [19]. Alternatively, we propose to use a very usual approach in the literature, which is to relax \( \mathcal{P}0 \) by using the \( l_1 \) norm. Therefore, the fusion center computes the following linear program in the noiseless case

\[
\mathcal{P}1: \begin{array}{ll}
\text{minimize} & \|\hat{x}_K(n)\|_1 \\
\text{subject to} & y(n) = \Phi \hat{x}_K(n)
\end{array}
\]

The conditions when \( \mathcal{P}1 \) is equivalent to \( \mathcal{P}0 \) can be found in [28]. For the noisy case, the fusion center solves

\[
\mathcal{P}2: \begin{array}{ll}
\text{minimize} & \|\hat{x}_K(n)\|_1 \\
\text{subject to} & \|y(n) - \Phi \hat{x}_K(n)\|_2 < \varepsilon,
\end{array}
\]

where \( \varepsilon \) is an upper bound on the magnitude of the noise. Afterwards, the fusion center completes the remaining \( Q \) entries of the vector \( x(n) \), for example using linear prediction in the case of [14].

Next, we assess the PHY-layer secrecy performance of the sensing and projection phases. Note that the reconstruction phase is out of the scope of this paper because wireless transmissions are involved only in the first two phases.

#### A. Eavesdropping During the Sensing Phase

During this phase, all the sensors in \( \mathcal{K}(n) \) broadcast their readings, and hence the relay sensors receive linear combinations due to the nature of the MAC, namely,

\[
y(n) = \Phi x_K(n) + w(n),
\]

where the vector \( y(n) \in \mathbb{R}^R \) stacks all the received signals of the nodes in \( \mathcal{R} \), the sensing matrix \( \Phi \) models the channel between \( S \) and \( \mathcal{R} \) as a random matrix with i.i.d. Gaussian entries with zero mean and variance \( \sigma_w^2 = R^{-1} \). Finally, \( w(n) \) denotes white Gaussian noise with zero mean and variance \( \sigma_w^2 \).

Similarly to (11), the received signal at the eavesdroppers is

\[
\tilde{y}(n) = \tilde{\Phi} \hat{x}_K(n) + \tilde{w}(n)
\]

where \( \tilde{y}(n) \in \mathbb{R}^E \) stacks the signals received by the nodes in \( \mathcal{E} \), and \( \tilde{\Phi} \) models the channel between \( S \) and \( \mathcal{E} \) as a random matrix with i.i.d. Gaussian entries with zero mean and variance \( \sigma_{\tilde{w}}^2 = E^{-1} \) and \( \tilde{w}(n) \) denotes white Gaussian noise with zero mean and variance \( \sigma_{\tilde{w}}^2 \).

In the following, we focus on the noiseless case (i.e., \( \sigma_{\tilde{w}}^2 = 0 \)) because it implies a worst-case condition in terms of secrecy performance of the AF-CS scheme, that is, signal reconstruction at the eavesdroppers can only be penalized with the presence of thermal noise. Fig. 4 supports this by showing the simulated operating wiretap distortion as a function of the SNR using in this case a network with \( S = 200, K = 10 \) and \( E = [60, 70, 80, 90] \). Note in this case that the wiretap
distortion decreases rapidly with SNR, being less than 10% of the power of the signal for SNR values around 10 dB.

Fixed \( \sigma_n^2 = 0 \), we consider in what follows two different cases: \( i) \) PHY-Layer secrecy with perfect CSI at the eavesdroppers, and \( ii) \) PHY-Layer secrecy with imperfect CSI.

1) Eavesdroppers with perfect CSI:

Here, we assume that the eavesdroppers have perfect knowledge of the wiretap sensing matrix \( \tilde{\Phi} \). Then, the eavesdroppers would have to jointly solve \( \mathcal{P}1 \). The most common way to address its performance is by means of the Restricted Isometric Property (RIP). We reproduce it here using the new nomenclature for the eavesdropper set as:

Definition 1: [31]: A matrix \( \tilde{\Phi} \) satisfies the RIP of order \( K \) with restricted isometry constant \( \delta_K \in (0, 1) \) if

\[
(1 - \delta_K)\|x\|^2_2 \leq \|\tilde{\Phi}x\|^2_2 \leq (1 + \delta_K)\|x\|^2_2, \tag{13}
\]

where \( \tilde{\Phi}_K \in \mathbb{R}^{E \times K} \) is formed by retaining any set of \( K \) or less columns from \( \tilde{\Phi} \), \( x \) is any \( K \)-sparse vector of the appropriate size, and \( \delta_K \) is the smallest number (and not too close to one) that holds the RIP condition for each integer \( K = 1, 2, ... \).

Most of the CS literature agree that if the elements of the matrix \( \tilde{\Phi} \) are selected from an i.i.d. Gaussian measurement ensemble (as in (6)), then \( \tilde{\Phi} \) will satisfy the RIP with overwhelming probability for \( E \geq C_0 K \log S \) [28] or even \( E \geq C_0 K \log(S/K) \) [19], [27], where \( C_0 \) is some positive constant. In addition to this already-existing results in the literature, the authors have incorporated a new relation in [14], which is

\[
\mathcal{C}_{\text{CS}} : \quad E > K + K \log \left( \frac{S}{K} \right), \tag{14}
\]

and better fits the experimental results. Without loss of generality, we will use \( \mathcal{C}_{\text{CS}} \) as the CS condition in order to determine if \( x_K(n) \) can be recovered from \( \hat{y}(n) \) with high probability or not.

Although it is very difficult to predict what happens when \( E \sim K + K \log(S/K) \) [32], we will differentiate three possible cases for \( E \): \( i) \) low values of \( E \), i.e., \( E \leq K \), \( ii) \) moderate values of \( E \), i.e., \( K < E \leq K + K \log(S/K) \), and \( iii) \) high values of \( E \), i.e., \( E > K + K \log(S/K) \), or what is the same, that \( E \) satisfies \( \mathcal{C}_{\text{CS}} \).

For low values of \( E \), we address the PHY-layer secrecy of the sensing phase with \( E \leq K \) throughout the following lemmas.

Lemma 1: Let \( \mathcal{X}_E^i \) denote the solution set of the eavesdroppers that is composed of all the possible recovered vectors at the eavesdropper’s decoder for a received \( \hat{y}(n) \). Hence, the cardinality of \( \mathcal{X}_E^i \) is at least

\[
M = \binom{S}{E} = \frac{S!}{(S - E)!E!}, \tag{15}
\]

which means that the solution is not unique.

Proof During the proof of this lemma, we use the original decoder \( \mathcal{P}0 \). Let us remark that using \( \mathcal{P}0 \) in this lemma does not imply that we force the eavesdroppers or any node in the AF-CS scheme to use \( \mathcal{P}0 \) as the decoding strategy. On the contrary, we argue that the exact recovery conditions of \( \mathcal{P}0 \) are milder than in \( \mathcal{P}1 \) [28], and consequently: \( i) \) perfect recovery with \( \mathcal{P}1 \) guarantees perfect recovery with \( \mathcal{P}0 \) and \( ii) \) Zero-Probability of Recovery with \( \mathcal{P}0 \) ensures Zero-Probability of Recovery with \( \mathcal{P}1 \).

In order to show that the solution is not unique, it suffices to prove that there exists at least one \( E \)-sparse vector \( x_E \) with loaded entries according to any subset of indices \( \Omega_E \subset S \) of cardinality \( E \). Therefore, let the matrix \( \tilde{\Phi}_{\Omega_E} \) denote a \( E \times E \) measurement matrix obtained by selecting the \( E \) columns of \( \tilde{\Phi} \) corresponding to the indices \( \Omega_E \) and let the \( E \)-dimensional vector \( x_{\Omega_E} \) collect the \( E \) loaded entries of \( x_E \). It is verified that

\[
y(n) = \tilde{\Phi}_{\Omega_E} x_{\Omega_E} \tag{16}
\]

for any \( \Omega_E \). Since the matrix \( \tilde{\Phi}_{\Omega_E} \) is full rank with overwhelming probability, a vector \( x_{\Omega_E} = \tilde{\Phi}_{\Omega_E}^{-1} y(n) \) exists for any \( \Omega_E \).

Since a number of

\[
M = \binom{S}{E} = \frac{S!}{(S - E)!E!}, \tag{17}
\]

different index sets of \( E \) elements over the set \( S \) can be generated, the proof of Lemma 1 is concluded.

Lemma 2: If \( E < K \), the eavesdroppers will recover the signal \( x_K(n) \) with zero-probability, which is defined as

\[
P(\hat{x}_K(n) = x_K(n)) = 0. \tag{18}
\]

Moreover, if \( E = K \), the eavesdroppers will recover the original vector \( x_K(n) \) with nonzero-probability. However, it is asymptotically zero in \( S \).

Proof For the case \( E < K \), the rank of \( \tilde{\Phi} \) is rank(\( \Phi \)) = \( E \) with overwhelming probability [33], and thus the sparsity on the reconstruction of \( x_K(n) \) cannot be higher than an \( E \)-sparse signal (instead of \( K \)-sparse) [20].
For the case \( E = K \), let the vector \( x_K(n) \) be in the solution set \( X_E^* \) (with cardinality \( M \)). Therefore, there is a probability of selecting it among all other possible solutions. Since all the vectors in \( X_E^* \) minimize the utility function and satisfy the constraints in the same way, the decoder does no have any extra information to prioritize \( x_K(n) \) in front of the other \( M-1 \) possible solutions. According to this, we assume that the decoder \( \mathcal{P}0 \) randomly selects one vector among the possible solution set \( X_E^* \). Hence:

\[
P(x_K(n) = x) = \frac{1}{M},
\]

where \( M \) was given in (15). Thus,

\[
P(x_K(n) = x) = \frac{(S - K)!K!}{S!}.
\]

In the asymptotic regime we have

\[
\lim_{S \to \infty} \frac{K!(S - K)!}{S!} = 0.
\]

This asymptotic result makes sense in real scenarios since \( S \gg K \) is typically assumed in CS schemes. For a given \( K \), the Probability of Recovery decreases quickly as \( S \) increases. Actually, even for small ratios of \( S/K \) the Probability of Recovery is almost negligible.

For moderate values of \( E \), Zero-Probability of Recovery cannot be guaranteed for the case \( E \gg K \) with perfect CSI. Note that \( \mathcal{C}_{\text{CS}} \) is not satisfied and hence perfect signal recovery is not guaranteed although it may happen in some cases. Furthermore, since \( E \) does not satisfy \( E < K \), the previous ZPoR situation is no longer verified. Roughly speaking, we have no condition that sustains either ZPoR or perfect recovery. However experimentation reveals some quite intuitive behavior, consisting in that the closer \( E \) is to the condition \( \mathcal{C}_{\text{CS}} \) (i.e., the bigger \( E \) is), the higher the PoR will be. Additionally, note that even if \( x_K(n) \) is successfully decoded, it contains a small amount of the sensor readings in any case since the condition \( S \gg K \) holds. Thus, the remaining \( Q = S - K \) measurements still have to be predicted. If the prediction uses past readings (both received and predicted), such it is the case in [14], then the current prediction is compromised by erroneous past decodings.

For high values of \( E \), if the condition \( \mathcal{C}_{\text{CS}} \) is satisfied, the eavesdropper set \( \mathcal{E} \) can decode the signal with high probability. Moreover, past decodings shall be accurate as well. In other words, the eavesdroppers may potentially act and perform as the legitimate system.

Grouping results so far, we can establish that the sensing phase of the proposed approach is Wolfowitz secret only when \( E < K \). Note that this result has been obtained with the optimal decoder for the noiseless case (which is a conservative assumption and far from practical use), i.e. \( \mathcal{P}0 \). Note also that no other decoding strategy will be able to obtain \( K \) samples of a \( K \)-sparse vector from \( E < K \) readings as far as every set of \( K \) columns of \( \Phi \) behaves like an orthonormal system according to the RIP [31]. As a corollary, the best that \( E \) eavesdroppers can do is to cooperate among them.

2) Eavesdroppers with corrupted CSI:

Let us assume now that the eavesdroppers have an imperfect knowledge of the wiretap sensing matrix \( \hat{\Phi} \), modeled as

\[
\hat{\Phi} = \Phi + \Sigma,
\]

where \( \hat{\Phi} \) stands for the corrupted wiretap sensing matrix and \( \Sigma \in \mathbb{R}^{E \times S} \) is a random matrix with i.i.d. Gaussian entries with zero mean and variance \( \sigma^2 \) that models the errors in the channel estimation. This perturbation in the sensing matrix results in a multiplicative noise, which is more difficult to analyze than the additive noise since it is correlated with the signal of interest [34].

Fortunately, recent works in the literature study similar problems [34], [35]. In particular, [35] analyzes the effect of a structured perturbation in the sensing matrix. It models \( \Phi \) as

\[
\hat{\Phi} = \Phi + B \Delta
\]

where \( B \in \mathbb{R}^{R \times S} \) is known a priori and \( \Delta \) is a diagonal matrix of uniformly distributed and bounded entries. Focusing on small perturbations, i.e. \( \|\Sigma\|/\|\Phi\| < 1 \) in our model, the authors show that an upper bound of the decoding error at the receiver grows linearly with the perturbation level. Therefore, it is meaningful to design strategies that corrupt the estimation of the wiretap channel at the eavesdroppers. This is the goal that will be pursued in Section V.

B. Eavesdropping During the Projection Phase

This phase is very robust against malicious and passive eavesdropping. Here, the derived results are not dependent on the number of eavesdroppers, since each eavesdropper in \( \mathcal{E} \) has full access to the signal sent by the relays, i.e., \( y(n) \), to the fusion center (assuming that \( y(n) \) is not encrypted) as it is represented in Fig. 3.

This problem is similar to the key-based PHY-layer secrecy works in [20] and [21]. However, the main difference is that the sensing nodes do not encrypt the signal with any key. Instead, they send uncoded signals and the MAC implicitly performs random linear combinations modeled according to the matrices \( \Phi \) and \( \hat{\Phi} \).

Actually, this key-less coding mechanism is not new and comes from the well-known discipline of Network Coding [36], where the signals from different sources are not handled individually and algebraic operations among them are allowed instead. So, sending linear combinations of the signals offers a natural way of protection [37].

For Zero-Probability of Recovery, it is enough to proof that if the eavesdroppers try to reconstruct the signal with a wrong sensing matrix \( \Phi' \) (understanding ‘wrong’ as independent to \( \Phi \)), the eavesdroppers will recover a \( K \)-sparse vector, instead of the \( K \)-sparse original one.

**Lemma 3:** Let \( \Phi \) and \( \Phi' \) be two \( R \times S \) independent matrices following the Gaussian measurement ensemble. For a \( K \)-sparse vector \( x_K(n) \), let \( y(n) = \Phi x_K(n) \). Then, all \( x_K(n) \) that satisfy \( y(n) = \Phi' x_K(n) \) are \( R \)-sparse with probability one.

**Proof** The proof is the same as the one in [20, Th. 1].
Remark 1: The main difference with [20] is that the authors obtained computational secrecy assuming a finite set of key matrices. Hence, an eavesdropper with unlimited computational power may sequentially test among all the possibilities until the recovered vector is $K$-sparse. Additionally, we can also ensure Zero-Probability of Recovery because the number of i.i.d. possible matrices is unbounded. Hence, the eavesdroppers have zero-probability to guess the correct one if no further information is provided.

In summary, ZPoR holds and this phase is secret in terms of Wolfowitz Secrecy.

V. CONTROL OF THE CSI AT THE EAVESDROPPERS

Previous sections show that the AF-CS scheme offers a reasonable good protection against eavesdropping for relatively small groups of eavesdroppers, i.e., $E \leq K$. Although increasing this number of eavesdroppers to $E \sim K + K \log (S/K)$ in order to satisfy $C_{\text{CS}}$ (and hence achieve a high PoR), may become unpractical in most cases, we propose additional strategies in order to increase the PHY-layer security. In what follows, we introduce two different techniques, both based on the fact that a corrupted estimation of the wiretap sensing matrix decreases the eavesdropping capabilities during the sensing phase. Therefore, these strategies ensure that the sensing matrix at the eavesdroppers cannot be estimated without error.

A. Pseudorandom training phase

One possible technique is to add a pseudorandom sequence $s(n) \sim \mathcal{N}(0, \sigma_s^2)$ to the training pilots of amplitude $A$. Hence, the pilot signal from $s$th sensing node at the $r$th relay is:

$$ p_{r,s}(n) = (A + s(n))\hat{\Phi}_{r,s} + \tilde{w}(n). \quad (24) $$

On the other hand, the $e$th eavesdropper will receive the pilot signal from the $s$th sensing node as

$$ p_{e,s}(n) = (A + s(n))\hat{\Phi}_{e,s} + \tilde{w}(n). \quad (25) $$

Note that we have assumed only partial knowledge of the pseudorandom pilot sequences at the eavesdroppers. More specifically, they may obtain the mean of the sequence, i.e. the value of $A$, but no knowledge is assumed about the statistical nature of $s(n)$. Furthermore, the channel state $\hat{\Phi}_{r,s}$ is assumed to be constant during the estimation process.

After $N$ transmissions, the Maximum Likelihood Estimation (MLE) of $\hat{\Phi}_{r,s}$ for the intended nodes is well-known [38] and results in:

$$ \hat{\Phi}_{r,s} = \frac{\sum_{n=1}^{N} |p_n|^2}{\sum_{n=1}^{N} (A + s(n))^2}, \quad (26) $$

with an MSE of

$$ \mathbb{E} \left[ |\hat{\Phi}_{r,s} - \Phi_{r,s}|^2 \right] = \frac{\sigma_w^2}{N(A^2 + \sigma_s^2)}. \quad (27) $$

So the system may decrease the estimation error as much as desired by increasing the power of the pilots $A^2 + \sigma_s^2$ and/or the number of pilots $N$ (with the subsequent energy and signaling costs). Therefore, we assume perfect channel state information at the relays.

Similarly, the eavesdroppers can estimate the channel coefficient $|\hat{\Phi}_{e,s}|$ with the difference that we assume $s(n)$ only known by the intended nodes but not by the eavesdropping nodes.

Since $s(n)$ is unknown by the eavesdroppers and treated as multiplicative noise, the resulting signal model at the $e$th eavesdropper is (for the sake of simplicity in the notation, let the $N$-dimensional vector $p$ represent the collected $N$ pilot samples $p_{e,s}(n)$, $\varphi$ represent $|\hat{\Phi}_{e,s}|$, $\tilde{\varphi}$ represent $|\hat{\Phi}_{e,s}|$ and $w(n)$ is $|\tilde{w}(n)|$):

$$ [p]_n = (A + s(n))\varphi + w(n) = A\varphi + t(n), \quad (28) $$

where the term $A\varphi$ can be seen as the desired signal and $t(n) = \varphi_s(n) + w(n)$ as the noise term with variance $\sigma_t^2 = |\varphi|^2 \sigma_s^2 + \sigma_w^2$. The eavesdropper is unaware of the actual dependence between $\sigma_t^2$ and $\varphi$ and hence it is not considered in the following derivation of the MLE of $\varphi$.

To actually find the MLE of $\varphi$, we first write the pdf of $p$ as a function of $\varphi$ as

$$ f(p; \varphi) = \frac{1}{(2\pi\sigma_t^2)^\frac{N}{2}} \exp \left[ -\frac{1}{2\sigma_t^2} \sum_{n=1}^{N} (|p|_n - A\varphi)^2 \right]. \quad (29) $$

The log-likelihood function of $\varphi$ becomes

$$ \ln f(p; \varphi) = -\frac{N}{2} (2\pi\sigma_t^2) - \frac{1}{2\sigma_t^2} \sum_{n=1}^{N} (|p|_n - A\varphi)^2. \quad (30) $$

Taking its derivative we get

$$ \frac{\partial \ln f(p; \varphi)}{\partial \varphi} = -\frac{1}{2\sigma_t^2} \left( -2A \sum_{n=1}^{N} |p|_n + 2NA^2 \varphi \right), \quad (31) $$

and setting it equal to zero and solving for $\varphi$ we obtain the MLE

$$ \hat{\varphi} = \frac{\sum_{n=1}^{N} |p|_n}{NA}, \quad (32) $$

where the MSE of the estimator $\hat{\varphi}$ is

$$ \mathbb{E} \left[ (\varphi - \hat{\varphi})^2 \right] = \frac{|\varphi|^2 \sigma_s^2 + \sigma_w^2}{NA^2}. \quad (33) $$

Note that this is the MSE computed for one channel coefficient (i.e., the channel between $s$th sensing node and $e$th eavesdropper). The average MSE, i.e. MSE for all the channel coefficients is computed as:

$$ \overline{\text{MSE}} = \frac{1}{NA^2} \sum_{n=1}^{N} (|\hat{\Phi}_{e,s}|^2 + \sigma_w^2) = \frac{\sigma_w^2 \sigma_{\hat{\Phi}}^2 + \sigma_w^2}{NA^2}. \quad (34) $$

Clearly, the introduction of the pseudorandom sequence $s(n)$ achieves a double improvement. On the one hand, it reduces the channel estimation distortion at the intended nodes, which is an expected consequence since the system is spending more power in pilots. On the other hand, it introduces an additional error in the estimation of the eavesdroppers.

The reader may notice that we are assuming $s(n)$ to be known by the intended nodes but not by the eavesdroppers. In principle, this assumption may seem hard because it implies
to send \( s(n) \) securely using an alternative channel. In other words, it looks like a circular argument where in order to send information securely, it is assumed that some prior information (in this case \( s(n) \)) has been already sent securely.

However, many techniques have been reported in the literature that allow “off-air” synchronisation of pseudorandom sequences, e.g., in [18] these type of strategies are used to generate the same sensing matrix in a distributed way for the transmitters and the receiver, and in [20] the authors generate a random key that is known to the transmitter and the receiver but not to any intruder. Using these techniques, each sensor can locally generate a sequence \( s(n) \) (which is different for each sensing node) in an efficient manner by using the same seed of a pseudorandom generator. This seed may be a function of the network identifier (or any other parameter related to the management of the network or to the hardware of the device) that is known a priori by the intended nodes and unknown by a potential eavesdropper. Hence, since there is no transmission over the air, the pseudorandom sequence is protected against eavesdropping.

### B. Two-way secure training phase

Although the previous scheme is fully implementable as a PHY-layer secret training phase, let us also consider the case where the eavesdroppers have access to the initial configuration of the intended nodes, i.e., the seed and the pseudorandom generator, and can obtain a copy of \( s(n) \). In such a case, they are able to decode the intended signal with high PoR if \( E \) satisfies \( CS \).

One possible way to overcome this problem is to exploit the reciprocity of the channel in order to design a key-less PHY-layer secret training phase. This approach has been studied in the literature [15]–[17] for MIMO scenarios. Based on these techniques, we propose a simplified adaptation for our simulations, where a star-topology network is considered.

#### 1) Reverse training phase:
In this phase, the relay sends an encoded pilot sequence of length \( N \) and amplitude \( A \). The \( s \)th sensing node will receive \( p_{s,r}(n) = A\phi_b + w(n) \), where \( \phi_b \) denotes the backward channel coefficient that links sensors \( s \) and \( r \) and is approximately the same as \( [F]_{r,s} \) when channel reciprocity holds. Moreover \( w(n) \) is the AWGN of the channel. After \( N \) pilots, the sensing node can estimate \( \hat{\phi}_b \) as:

\[
\hat{\phi}_b = \frac{1}{NA} \sum_{i=1}^{N} p_{s,r}(n) = \phi_b + \varepsilon_b,
\]

where \( \varepsilon_b \sim \mathcal{N}(0, \frac{N^2}{N^2}) \) is the estimation error during the reverse training phase.

On the other hand, the eavesdropper \( e \) will receive \( p_{e,r}(n) = A\xi_b + w(n) \), where \( \xi_b \) denotes the channel coefficient from the relay \( r \) to the eavesdropper \( e \). However, note that this coefficient does not correspond to the sensor-eavesdropper coefficient, so it is not helpful in order to build the sensing matrix.

#### 2) Forward training phase: In the second phase, the sensing node transmits to the relays the sequence \( s = Af(\hat{\phi}_b) \), where \( f(\hat{\phi}_b) \) is a bijective function of \( \hat{\phi}_b \), e.g., \( f(x) = 1 - \alpha/x \) with \( x, \alpha \in \mathbb{R} \). The \( r \)th relay receives \( q_{r,s} = Au + w(n) \), where \( u \) corresponds to \( f(\hat{\phi}_b)\phi_f \), being \( \phi_f \) the forward channel coefficient from sensor \( s \) to relay node \( r \), i.e., \( \phi_f = [F]_{r,s} \). After \( N' \) transmissions, the relay can obtain an estimation of \( u \) that is

\[
\hat{u} = \frac{1}{NA} \sum_{i=1}^{N} q_{r,s}(n) = u + \varepsilon_f, \quad (36)
\]

where \( \varepsilon_f \sim \mathcal{N}(0, \frac{\sigma^2}{N'N}) \) is the estimation error during the forward training phase. Then, the decoder can easily estimate \( \phi_f \) if it takes into account the function \( f(x) \) and channel reciprocity, i.e., \( \phi_b \approx \phi_f \). In the example above, simply adding \( \alpha \) to \( \hat{u} \) gives

\[
\hat{\phi}_f = \hat{u} + \alpha = \phi_f + \alpha \left( 1 - \frac{\phi_f}{\phi_b + \varepsilon_r} \right) + \varepsilon_f. \quad (37)
\]

For sufficiently large \( N, N' \) the terms \( \varepsilon_r \) and \( \varepsilon_f \) tend to zero, hence \( |\hat{\phi}_f - \phi_f| \to 0 \), which guarantees a consistent estimation of the intended channel coefficient.

On the other hand, the eavesdropper will receive \( q_{e,s} = Au + w(n) \), where \( u = f(\hat{\phi}_b)\varphi_f \) being \( \varphi_f \) the channel coefficient between \( s \)th sensing node and \( e \)th eavesdropper, i.e., \( \varphi_f = [F]_{e,s} \). After averaging over the \( N' \) pilots, it obtains

\[
\hat{\varphi}_f = \hat{u} + \alpha = \varphi_f + \alpha \left( 1 - \frac{\varphi_f}{\phi_b} \right) + \varepsilon_f. \quad (38)
\]

Note that even knowing \( f(x) \), the eavesdropper gets a corrupted channel estimation. Following the example with \( f(x) = 1 - \alpha/x \), it would compute

\[
\varphi_f = \hat{u} + \alpha = \varphi_f + \alpha \left( 1 - \frac{\varphi_f}{\phi_b} \right) + \varepsilon_f. \quad (39)
\]

For \( N' \) sufficiently large, \( \hat{u} + \alpha = \varphi_f + \alpha(1 - \varphi_f/\phi_b) \), and the channel estimation is corrupted in this case by the term \( \alpha(1 - \varphi_f/\phi_b) \).

Note that according to the design of \( f(\hat{\phi}_b) \) the system may experiment different trade-offs between the total power spent during the training phase and the channel estimation distortion at the eavesdroppers. Although a complete analysis of the different functions that can be employed and their particular trade-off is out of the scope of the paper, we analyze the impact of the channel estimation distortion at the eavesdroppers in front of the obtained Probability of Recovery and wiretap distortion in Section VI.

Finally, note that in general the PoR can be made arbitrarily small at the expenses of transmitted power and therefore, the system is ideally secret in terms of Wolfowitz Secrecy.

### VI. Numerical Results

In this section, we first summarize the theoretical results obtained in Section IV. Then, we evaluate the PHY-layer secrecy performance of the AF-CS scheme.

Table I summarizes the parameters that we consider in our simulations, where a star-topology network is considered.
Recovery cannot be guaranteed for that configuration.

is asymptotically zero in the eavesdroppers have perfect channel estimation. For the Recovery (ZPoR) can be guaranteed even in the case that eavesdroppers.

A. Summary of the Theoretical Results

Table II summarizes the PHY-secrecy performance for each of the possible cases. We have divided the analysis of the sensing phase in three cases depending on the number of eavesdroppers.

For low values of $E$ (i.e., $E < K$), Zero-Probability of Recovery (ZPoR) can be guaranteed even in the case that the eavesdroppers have perfect channel estimation. For the particular case $E = K$, the Probability of Recovery (PoR) is asymptotically zero in $S$.

For moderate values of $E$ (i.e., $K < E \leq C_{CS}$), the eavesdroppers cannot recover $x_K(n)$ with high probability getting high wiretap distortion. However, Zero-Probability of Recovery cannot be guaranteed for that configuration.

Only for high values of $E$ (i.e., $E > C_{CS}$) and with perfect CSI, the eavesdroppers can decode the signal $x_K(n)$ with high probability. However, thanks to the introduction of the pseudorandom pilots technique, the intended nodes can corrupt the CSI of the eavesdroppers and make the wiretap distortion grow linearly with the introduced noise power. In the limit, Wolfowitz Secrecy is achieved.

The projection phase achieves Zero-Probability of Recovery in any case.

B. Probability of Recovery as a Function of the Number of Eavesdroppers

The numerical simulation has been run in Matlab as follows. For each realization, a new wiretap sensing matrix $\Phi$ of dimension $E \times S$ has been randomly generated following a Gaussian measurement ensemble $\mathcal{N}(0, E^{-1})$. Next, for each channel distortion value $D$, a perturbation matrix $\Sigma$ has been generated as $\mathcal{N}(0, \sigma^2_\Sigma)$. The $K$ nonzero entries of a random vector $x_K(n)$ of sparsity $K$ are distributed as $\mathcal{N}(0, \sigma^2_k)$ and uniformly located across the $S$ possible positions. Finally, the decoder $P2$ has been implemented using CVX, a package for specifying and solving convex programs [40], [41].

In Fig. 5 we plot the Probability of Recovery (PoR) in terms of the number of eavesdroppers $E$. For perfect CSI

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of fusion nodes:</td>
<td>$F = 1$</td>
</tr>
<tr>
<td>Number of sensing nodes:</td>
<td>$S = 200$</td>
</tr>
<tr>
<td>Number of active sensors:</td>
<td>$K = 10$</td>
</tr>
<tr>
<td>Number of relay nodes:</td>
<td>$R = 60$</td>
</tr>
<tr>
<td>Number of eavesdropping nodes:</td>
<td>$E = [0, 110]$</td>
</tr>
<tr>
<td>Compressed Sensing Condition:</td>
<td>$C_{CS} : E &gt; 40$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Sensing Phase</th>
<th>$E &lt; K$</th>
<th>$C_{CS} &lt; E &lt; K$</th>
<th>$E &gt; C_{CS}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>perfect CSI</td>
<td>ZPoR</td>
<td>Corrupted CSI</td>
<td>ZPoR</td>
</tr>
<tr>
<td>$K \leq E \leq C_{CS}$</td>
<td>Low PoR</td>
<td>Arbitrarily Low PoR</td>
<td></td>
</tr>
<tr>
<td>$E &gt; C_{CS}$</td>
<td>High PoR</td>
<td>Arbitrarily Low PoR</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Projection Phase</th>
<th>$E &gt; 40$</th>
</tr>
</thead>
<tbody>
<tr>
<td>perfect CSI</td>
<td>ZPoR</td>
</tr>
<tr>
<td>$K \leq E \leq C_{CS}$</td>
<td>Arbitrarily Low PoR</td>
</tr>
<tr>
<td>$E &gt; C_{CS}$</td>
<td>High PoR</td>
</tr>
</tbody>
</table>

Fig. 5. Probability of Recovery as a function of the number of eavesdroppers and for different values of channel estimation distortion. This figure has been averaged over 1000 realizations.

Fig. 6. Probability of Recovery as a function of the channel estimation distortion for different number of coordinated eavesdroppers for $K = 10$ and $S = 200$. Solid lines represent the performance of AF-CS while dashed lines denote CWS. This figure has been averaged over 1000 realizations.
at the eavesdroppers, the simulation supports that for small $E < K$, the recovery is infeasible, getting a PoR of 0. Moreover, for moderate values of $E$, i.e., $K < E < C_{CS}$ the signal is recovered with low probability. On the other hand, for values of $E$ similar or greater than $C_{CS}$, the eavesdropping set can recover $K(n)$ with high probability following the $C_{CS}$ condition. According to Fig. 5, we observe that the bound $C_{CS}$ (i.e., $E = 40$) divides the low and high PoR for values smaller and bigger than 0.5, respectively.

For corrupted CSI at the eavesdroppers, the simulation shows how the PoR is degraded. Even for small values of $D$, e.g. $D = -10$dB, the PoR degenerates drastically and values of PoR close to 1 can only be achieved for very large values of $E$ ($E > 80$ nodes). For values of $D = 0$dB (which means that the introduced perturbation is of the order of channel variance), the signal can be recovered with negligible probability.

C. Probability of Recovery Compared to CWS-like Techniques

Next, we compare the AF-CS with CWS-like methods [18]. Both methods are CS-based distributed schemes. Although CWS has not been designed from a PHY-layer secure perspective, we assess its secrecy performance since its approach is one of the most extended CS schemes in WSN literature.

In Fig. 6, simulation results compare the performance of both AF-CS and CWS in front of a certain number of eavesdroppers. Using AF-CS, we notice that for $E < 10$, the eavesdroppers cannot recover the signal even when they have a perfect channel estimation. In fact, AF-CS requires the set of eavesdroppers to be higher than 50 in order to achieve a PoR close to 1 in some cases. On the other hand, the performance of CWS is lower since it can be observed that even for $E = 1$ the eavesdropper succeeds in decoding the signal (a PoR close to 1) with a channel distortion of less than $-15$dB. The reason of such a big difference is that the AF-CS exploits the security that gives the spatial diversity introduced by the relays. Hence, while in AF-CS scheme the projections are computed simultaneously at the relays, the CWS strategy computes them in different time slots. Therefore, one single eavesdropper can be listening and computing all the projections, that is, acting like a fusion center.

Furthermore, Fig. 6 also shows the PoR results as a function of the channel estimation distortion $D$. For very small distortion values (i.e., $D < -20$dB) the performance drop is negligible. However, it degrades fast for values of $D > -15$dB. For the case of $D = 0$dB, the Probability of Recovery is negligible for any configuration.

In summary, results in Figures 5 and 6 confirm that the PoR is always zero for $E < 10$ and that it can be made arbitrarily small for $E \geq 10$ at the expense of increasing the fraction of transmitted power devoted to corrupt the CSI at the eavesdroppers. In all these cases, Wollowitz secrecy is guaranteed.

D. Wiretap Distortion as a Function of the Estimation Channel Distortion

Here we study the performance of the relative wiretap distortion as a function of the channel estimation distortion. This study actually extends the one in [34] and confirms some of their results. Mainly, we show (as in [34]) that the distortion at the receiver grows linearly with the power of the channel estimation distortion for values $D < 0$dB. This is true (up to some error floor) not only for the case $D < 0$dB but also when $D > 0$dB, as we can see graphically in Fig. 7.

We also show that the relative wiretap distortion decreases for lower values of $D$ up to some error floor, which is dependent on the number of eavesdroppers. It means that even for the ideal case of $D = -\infty$dB, the relative wiretap distortion cannot be decreased further than the error floor.

However, probably the most relevant result of this subsection is the following: for values of $D = 0$dB all the configurations achieve a similar wiretap distortion of 1. It means that the distortion of the reconstruction phase performed at the eavesdroppers is equal to the actual variance of the signal. That is to say, the eavesdroppers do not know anything about the signal $x_K(n)$ as it can be appreciated in the following example.

Example 1: A given decoder that does not receive $y(n)$ and does not have any further information about $x_K(n)$ than their entries are zero mean can guess $x_K(n) = 0$ and the wiretap distortion is

$$D_w = \mathbb{E} \left[ \frac{\|x_K(n) - 0\|^2}{\|x_K(n)\|^2} \right] = 1,$$

Hence, an important conclusion is that if the intended nodes set $D = 0$dB, the eavesdroppers will achieve a wiretap distortion of 1 independently of $E$.

VII. CONCLUSIONS

In this paper, we have evaluated the Amplify-and-Forward Compressed Sensing (AF-CS) scheme as a physical layer secrecy solution for Wireless Sensor Networks (WSNs). In
particular, we have studied its secrecy performance in each phase of the proposed framework against a passive eavesdropper agent composed by several malicious and coordinated nodes.

We have analytically demonstrated that AF-CS achieves Zero-Probability of Recovery for the cases when the number of eavesdroppers $E$ is less than the sparsity level of the signal $K$. For a larger number of eavesdroppers, we have proposed two secure training phase strategies that contaminate their channel estimations. In fact, the wiretap distortion at the eavesdroppers grows linearly with the power of the introduced perturbation.

The simulation results support our claim that the scheme under study presents Zero-Probability of Recovery when the number of eavesdropping nodes is less than the sparsity level under study presents Zero-Probability of Recovery when the number of eavesdropping nodes is less than the sparsity level of the signal. On the other hand, and assuming the ideal case of perfect channel estimation at the eavesdropper’s side, high decoding rates (higher than 0.5) are only achievable when the number of eavesdropping nodes is high enough to satisfy the restricted isometric property condition. Moreover, we show that the required number of eavesdroppers increases fast as a function of their channel estimation degradation and therefore the system can adapt the level of induced distortion in order to control the Probability of Recovery of the eavesdroppers. Actually, we have observed that for channel perturbations similar to the channel variance, the eavesdroppers obtain the same wiretap distortion as almost without any knowledge about the signal. However, the price to pay is that the more distortion we add at the eavesdroppers, the higher the energy cost at the sensing nodes. Furthermore, AF-CS drastically outperforms other distributed compressed sensing solutions for WSNs in terms of physical layer secrecy.
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